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Abstract
In this paper, we create and evaluate non-combined and combined models using Old and Contemporary Italian data to

determine whether increasing the size of the training data with a combined model could improve parsing accuracy to

facilitate manual annotation. We find that, despite the increased size of the training data, in-domain parsing performs better.

Additionally, we discover that models trained on Old Italian data perform better on Contemporary Italian data than the

reverse. We attempt to explain this result in terms of syntactic complexity, finding that Old Italian text exhibits higher

sentence length and non-projectivity rate.
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1. Introduction
High-quality textual data (semi-)manually enhanced

with different layers of metalinguistic annotation are

extremely valuable resources for conducting linguistic

analysis. As for the syntactic layer of annotation, the de

facto standard for dependency-based annotation is Uni-

versal Dependencies (UD),
1

an initiative that provides

machine-readable annotations for a wide variety of lan-

guages, including historical languages [1]. At the current

state of art,
2

Contemporary Italian is well-represented

in UD, whereas Old Italian is only represented by one

annotated text (a portion of the Divine Comedy of Dante

Alighieri). The creation of additional Old Italian anno-

tated data is therefore advisable.

Since a fully manual annotation process is time-

consuming and requires significant effort, we aim to expe-

dite it by using a parser that pre-parses the data, leaving

the human annotator with only a manual revision task.

To address this, given the scarcity of Old Italian data,

we create a combined parser using both Contemporary
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See https://universaldependencies.org.

2
We refer to version 2.14 of UD.

and Old Italian data. The objective is to determine

whether a combined model with an expanded training

dataset performs better compared to non-combined mod-

els (see [2] for Spanish language and [3] for Stanza com-

bined models).

The paper is organised as follows: Section 2 provides a

brief description of the Italian language, the syntactic re-

sources and the Italian data available; Section 3 details the

data used for the experiments, presents the performances

of non-combined and combined models, and evaluates

their performances; Section 4 analyzes the syntactic com-

plexity of each test set (Old and Contemporary Italian)

to address accuracy differences; and finally, Section 5

provides the conclusion.

2. Talking about Italian
Italian is a Romance language derived from Latin, and its

development is closely connected with the political, cul-

tural and economic system of Italy during the Late Middle

Ages [4, 5, 6, 7]. Even though the evolution and history

of the Italian language "can be properly understood only

within the wider context of the evolution of the Italian di-

alects" [5, p. 3], the dialect spoken in Florence (Tuscany)

in the thirteenth century, known as Florentine, played a

pivotal role in establishing the foundation of the Italian

language. The pre-eminence of Florentine over other Ital-

ian dialects was established due to the importance and

prestige of Florentine literature. Its widespread success

contributed to the codification of Florentine as the lingua
volgare in the sixteenth century, distinguishing it as the

spoken Italian language in contrast to Latin, which was

still used for written cultural discourse [8].

Even though Florentine (and, more generally, Tuscan

dialects) is considered conservative in its linguistic evolu-
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tion [5, p. 5], it is now widely recognized by most scholars

as distinct from Contemporary Italian [9, p. 8]. Among

the differences between Contemporary Italian and Flo-

rentine (henceforth referred to as Old Italian),
3

several

syntactic distinctions have been noted [10, 11]. These

include, among others, the position and order of clitics,

the use of the marker sì ’that’ as a thematic marker, and

differences in the use of compound tenses [11, p. 425-444].

2.1. Syntactic resources
High-quality (semi-)manually annotated treebanks, i. e.

corpora with annotations on various linguistic levels,
4

are indispensable tools for in-depth analysis of the syn-

tax (and morphology) of languages. Treebanks not only

facilitate faster, easier, and more precise querying of syn-

tactic structures, but also aid in tracking the evolution of

syntactic patterns in languages through time [13].

Among the dependency treebanks, UD is a pivotal

initiative displaying cross-linguistically consistent tree-

banks for many languages [14]. As of the current version

2.14, UD includes 283 treebanks and 161 languages, en-

compassing historical languages such as Latin (e.g. Index
Thomisticus Treebank, ITTB [15]), Old French (PROFITE-

ROLE [16]) and Ancient Greek (e.g. PROIEL [17]), among

others.

In Subsection 2.2, we describe UD treebanks of Italian

language.

2.2. Italian data
Regarding Italian, UD includes 9 Contemporary Italian

treebanks, spanning various genres, as reported in Table

1.

Table 1
Contemporary Italian UD treebanks (in UD 2.14).

Treebank Syntactic words Genre
ISDT 298K legal,news, wiki
VIT 280K news, non fiction
ParTUT 55K legal, news, wiki
ParlaMint 20K government legal
TWITTIRO 29K social
Valico 6K learner-essays
PoSTWITA 124K social
MarkIT 40K grammar-examples
PUD 23K news, wiki

3
We adhere to the definition of Salvi and Renzi [9], who use the term

Old Italian to refer to the language spoken in Florence during the

13th and 14th centuries.

4
Treebanks usually provide information on sentence tokenization,

word lemmatization, and both morphological and syntactic details.

Syntactic analysis is mandatory in a treebank, and can be encoded

in either dependency syntax or constituency syntax [12].

Concerning Old Italian, the only treebank present in

UD is Italian-Old [18], encompassing the Divine Comedy,

a poetic text written by Dante Alighieri (1 265-1 321). Cur-

rently, Italian-Old contains the first two Cantiche of the

poem, namely Inferno and Purgatorio, amounting 80 694

tokens, 82 644 syntactic words
5

and 2 402 sentences.
6

The divergence in annotated data available for Con-

temporary Italian (around 875K syntactic words) versus

Old Italian (82K syntactic words) is considerable.

Considering that i) treebanks are essential for expand-

ing the sample of comparable data and that ii) the manual

annotation of data is an extremely time-consuming ef-

fort, the development of automatic parsers is crucial to

expedite and assist the annotation process.

The shortage of gold-annotated data for Old Italian,

compared to the large amount of data available for Con-

temporary Italian, led us to recognize the potential of

testing combined models, i.e., models with a training set

composed of both Old and Contemporary Italian data.

3. Combining Old Italian with
Contemporary Italian data

Considering the aforementioned divergence in data, we

create and evaluate the performance of a combined

Contemporary-Old Italian model to understand whether

joining datasets from different periods could improve

parsing accuracy.

We train models using Stanza [19], a neural pipeline for

natural language processing, with different training sets.

Specifically, we train models based on Contemporary

Italian data (henceforth CI), Old Italian data (henceforth

OI), and a combination of Contemporary and Old Italian

data (henceforth Combi).

In Subsection 3.1 we detail the selection and partition-

ing of the data. Subsection 3.2 outlines the creation of

models and presents the resulting scores. Finally, Sub-

section 3.3 discusses the combined Contemporary-Old

Italian model.

3.1. Selection and partitions of data
To build the model based on OI data, we use the only Old

Italian treebank available, Italian-Old.

Among all the Contemporary Italian UD treebanks, we

select two treebanks, ISDT (Italian Stanford Dependency

Treebank) and VIT (Venice Italian Treebank). We select

ISDT [20], as it is the Italian treebank with the highest

5
We use the term "syntactic words" and "tokens" following the

UD definition (see https://universaldependencies.org/u/overview/

tokenization.html).

6
The numbers refer to UD version 2.14, see https:

//universaldependencies.org/treebanks/it_old/index.html.
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Table 2
Number of sentences (sent) and tokens (tok) for the train/dev/test partitions of each dataset.

VIT1 VIT2 VIT3 ISDT
train 1 697 sent - 53 662 tok 2 195 sent - 52 076 tok 2 189 sent - 52 016 tok 2 766 sent - 58 091 tok
dev 356 sent - 11 515 tok 317 sent - 11 168 tok 413 sent - 11 144 tok 591 sent - 12 465 tok
test 354 sent - 11 473 tok 318 sent - 11 136 tok 438 sent - 11 096 tok 606 sent - 12 402 tok

UD star ranking. This ranking, designed by the UD orga-

nizers, quantifies various qualities of the corpora, such as

their usability and the variety of genres they encompass.

Moreover, since Italian-Old is based on the poetry genre,

to minimize a potential genre gap (the influence of genre

on parsing has been addressed in [21]), we also select

VIT [22], that includes, albeit with a limited number of

words, literary texts.
7

We point out that, up to now, no

CI treebanks contain poetry (see Table 1).

To avoid the CI data overwhelming the OI data due

to their size disparity, we partition the CI data. The VIT

treebank, consisting of 259.625 tokens, 280.153 syntactic

words, and 10.087 sentences, allows us to partition the

data into three parts, with each part closely matching

the size of the Italian-Old dataset. Specifically, we divide

the VIT dataset into three partitions of 34%, 33% and 33%,

respectively named VIT1, VIT2 and VIT3. Additionally,

we further divide each partition (VIT1, VIT2 and VIT3)

into train, test, and dev sets with a split of 70%, 15%, and

15%, the same used in Italian-Old dataset. Unlike the

VIT treebank, the ISDT is not directly partitionable, as

it counts 278 461 tokens, 298 375 syntactic words, and

14 167 sentences. Therefore, we shuffled the data and

extracted a total of 82 500 tokens (the same size of OI

data), which were then partitioned into train, dev, and

test sets with a ratio of 70%, 15%, and 15%, respectively.

We report in Table 2 the partition of each datasets in

train/dev/test.

3.2. Creation of models and scores
With each partition (OI, VIT1, VIT2, VIT3 and ISDT), we

train 5 models using Stanza, with the training and dev

sets, and we evaluate them on the respective test sets.

Within the CI-VIT datasets, we retain only the model

that performs best, namely VIT1.

We then use the model built on OI data to parse the CI

test sets, and vice versa.

In Table 3 and Table 4, we report the scores of both

Label Attachment Score (LAS) and Unlabel Attachment

Score (UAS)
8

of the OI model and the VIT1, and of the OI

and the ISDT respectively.

For both VIT1 and ISDT scenarios, results show that

using a model trained on in-domain data, namely data

7
The VIT treebank contains 10 000 words of literally genre [22, 23].

Refer also to the read.me to further details (see A).

8
Refer to [24] for an insight into the aforementioned metrics.

Table 3
Evalutation metrics with VIT1 and OI models (where "->"
stands for "on").

VIT1 -> VIT1 OI -> OI VIT1 -> OI OI -> VIT1
LAS 71.60 75.86 42.83 68.53
UAS 77.70 82.24 56.13 75.53

Table 4
Evalutation metrics with ISDT and OI models.

ISDT -> ISDT OI -> OI ISDT -> OI OI -> ISDT
LAS 88.55 75.86 51.62 74.83
UAS 91.41 82.24 63.03 80.93

that pertain to the same textual domain as the test set

(VIT1 on VIT1, OI on OI, and ISDT on ISDT), yields higher

performance than using out-of-domain data (ISDT on OI,

VIT1 on OI, and OI on VIT1 and ISDT). These results

align with literature on in-domain testing [25].

While analyzing the scores of out-of-domain parsing

(ISDT on OI, VIT on OI, and OI on ISDT and VIT), we

notice that the model trained on OI data performs better

on CI data in both scenarios, whereas CI models yield

lower scores when applied to OI text. The differences in

scores are approximately 20 points in favour of the OI

model, specifically 25.7 (LAS) and 19.4 (UAS) compared

to VIT1, and 23.21 (LAS) and 17.9 (UAS) compared to

ISDT.

We attempt to explain the outperformance of the OI

model in Section 4.

3.3. Joining model
To challenge the results obtained in 3.2, we build com-

bined models with Stanza by merging OI data with CI

data. Specifically, we create two models: CombiVIT, and

CombiISDT. For each combined model, the test, dev, and

train sets are created by merging the corresponding test,

dev, and train sets of the VIT1 data and ISDT data with

those of the OI data.

In Table 5, we report the UAS and LAS scores obtained.

We notice that in both scenarios the combined mod-

els perform better on CI data than on OI data, with the

combined models outperforming by 13.74 (LAS) and 10.1

(UAS) for CI-VIT data and 12.58 (LAS) and 8.87 (UAS) for

CI-ISDT data.



Table 5
Evaluation metrics with combined models.

CombiVIT -> VIT CombiVIT -> OI CombiISDT -> ISDT CombiISDT -> OI
LAS 69.11 55.37 87.76 75.18
UAS 74.96 64.86 90.85 81.98

According to the results in Table 5, CI texts appear to

be easier to parse, suggesting a simpler syntactic struc-

ture compared to OI text. To verify this claim and shed

light on these results, in Section 4, we measure several

syntactic parameters to gather information about the tree

structures of both OI and CI tests.

4. An insight to OI and CI data
To analyze the complexity of tree structures in each test

set (CI-ISDT, CI-VIT, and OI), we calculate:

• type-token ratio (TTR): the number of types di-

vided by the number of tokens (excluding punc-

tuation);

• tree depth (Depth): the longest path from the root

of an oriented a-cyclic graph (i.e, the syntactic

tree) to a leaf;

• lexical density (Lex. Den.): the number of content

words, i.e. words that possess semantic content

and contribute to the meaning of the sentence,
9

divided by the total number of syntactic words

(excluding punctuation marks);

• sentence length (Length): the number of syntac-

tic words (excluding punctuation marks) in each

sentence.

Table 6 presents the average of the aforementioned

measures. Additionally, we report for each test the mini-

mum and maximum values of sentence length and tree

depth.

Table 6
Average of type-token ratio, tree depth, lexical density, and
sentence length of the OI, CI-ISDT and CI-VIT test sets.

OI CI-ISDT CI-VIT
Avg. TTR 0.92 0.956 0.931
Avg. Depth 5.201 4.153 5.542
Avg. Lex. Den. 0.488 0.516 0.496
Avg. Length 30.095 16.873 26.636

Min - Max Length 7 - 112 1 - 92 2 - 100
Min - Max Depth 2 - 11 0 - 13 1 - 16

9
We select as content words all words belonging to the following

Universal parts of speech [26]: NOUN ’noun’, VERB ’verb’, ADJ ’

adjective’, ADV ’adverbs’, and PROPN ’proper noun’.

Among the measures described, the OI test does not

differ significantly from the CI values. The only measure

in which the OI test differs from the CI tests is sentence

length (Avg. Length): OI presents a higher average sen-

tence length, surpassing the CI-ISDT average by 13 points

and the CI-VIT average by 3.5.

Therefore, considering the parameters evaluated, only

the sentence length could be considered to explain the

possible overperformance of OI on CI data.

In Subsection 4.1, we evaluate another parameter that

is related to the complexity of tree structure, namely

non-projectivity (i.e., the number of structures where

a head and its dependents form a discontinuous con-

stituent). It has been demonstrated [27] that sentence

length is interconnected with non-projectivity. Specifi-

cally, non-projective sentences exhibit greater sentence

length compared to projective ones. By calculating

non-projectivity, we aim to determine whether sentence

length (which has been proven to be higher in OI test) and

non-projectivity might indicate more complex structures

in OI texts, thereby contributing to the overperformance

of the OI model on CI data.

4.1. Non-projectivity
Non-projectivity arises when sentences exhibit non-local

dependencies. While constituency approaches may han-

dle similar structures using empty categories and coin-

dexation [28], dependency-based approaches result in

discontinuous dependencies that lead to non-projectivity.

We illustrate an example of non-projectivity, showing

the non-local dependency relation of the oblique (obl)

dependency relation of the node fóri ’holes’, which is a

dependent of the node piena ’full’. This relation causes

non-projectivity with the node pietra ’rock’, which is

dependent on the root (root) of the sentence vidi ’saw’

with an object (obj) dependency relation.

Inferno, xix, vv. 13–14:

Io vidi per le coste (...) / piena la pietra

livida di fóri

‘Along the sides (...), / I saw that livid rock

was perforated’



Io vidi per le coste piena la pietra livida di fóri

nsubj

root

case

det

obl:lmod

advcl:pred

det

obj

amod case

obl

The non-projectivity of syntactic dependency trees

presents a challenging task for parsing in natural lan-

guage processing [29], with non-projective structures

proving more difficult to parse. Concerning our task, we

investigate the number of non-projective structures in

each test set to determine whether the overperformance

of OI on CIdata may be associated with a higher preva-

lence of non-projective structures, thereby confirming

that having more non-projective structures in the train-

ing set is beneficial.

We calculate non-projectivity of the OI, CI-VIT, and

CI-ISDT test sets. In Table 7 we report the total number

of edges, the number of non-projective edges, and the

ratio of non-projectivity expressed in percentage of each

test set.

Table 7
Non-projectivity of OI, CI-VIT, and CI-ISDT test sets.

OI CI-VIT CI-ISDT
Total edges 12 307 11 473 12 402
Non-projective edges 176 24 7
Non-projectivity ratio in % 1.43% 0.21% 0.06%

As shown in Table 7, OI shows a higher rate of non-

projectivity compared to CI texts. In particular, the non-

projectivity in OI is 7 times higher than in CI-VIT and

24 times higher than in CI-ISDT. The high rate of non-

projective structures in OI could be related to the genre

of the text, i.e., poetry, which reflects a more creative use

of language and frequently employs inversions.

5. Conclusion
In this paper, we create and evaluate non-combined and

combined models of Old Italian and Contemporary Italian

data.
10

In light of the scarcity of manually annotated Old

Italian data compared to the richness of Contemporary

Italian data, the aim of this work is to determine whether

combining data to train a combined model could lead

to better accuracy in parsing, thereby facilitating the

process for human annotators.

We observe that combining Contemporary Italian and

Old Italian data, even though it increases the data size

10
Models are available for public use at https://github.com/CIRCSE/

Old_Italian_Model.

of the model, does not lead to better LAS and UAS ac-

curacy scores. This confirms, in line with other studies

[30, 31, 21, 32, 3], that having an in-domain training set

is preferable.

Additionally, we notice that the model trained on OI

data performs better on Contemporary Italian texts than

the reverse (i.e. models trained on Contemporary data

on OI texts). To explain these results, we investigate

the syntactic complexity of each test set (OI, CI-ISDT,

and CI-VIT). Specifically we evaluate sentence length,

tree depth, lexical density and the type-token ratio. We

notice that the tests differ only in the sentence length. We

then proceed to calculate another parameter of syntactic

complexity, namely non-projectivity.

We discover that OI texts present a higher number

of non-projective sentences. We hypothesize that the

high level of non-projectivity could be connected to the

genre of OI text, namely poetry. Thus far, the lack of

UD treebanks for OI prose texts and for CI poetry texts

have prevented us from investigating whether the high

degree of non-projectivity observed in OI test (based on

the Italian-Old treebank) is characteristic of the poetry

genre or specific to OI. Such question will be left for

further studies.

Finally, we are currently working to increase the

amount of manually annotated OI data, expanding both

the range of authors and the genres of the texts consid-

ered. This will allow us to evaluate the model’s perfor-

mance both within and outside its domain (in terms of

authorship and text typology), as well as to assess its

potential applicability to other OI texts.
11
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